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This paper examines the role of forecast-encompassing
principles in model-specification searches through the use of
linear composite forecasts. Based on the results of the pairwise
forecast-encompassing test, this paper outlines a conceptual
framework to provide some useful insights on cross-model
evaluations in econometrics and the selection of predictors in
composite forecasts. Second, it offers three different ways of
performing the encompassing test and compares their finite
sample performance through a Monte Carlo simulation study.
Test results guide researchers to choose component forecasts
and thus to avoid blind pooling in the combining regression.
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I. Introduction

In the literature on linear combination of forecasts (e.g., Granger
and Ramanathan (1984)) and cross-model comparisons of economic
forecasts (e.g., Nelson (1972) and Wallis (1989)), it has become
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standard to estimate the combining weights and to assess the
performance of forecasts relative to each other by running the
lollowing linear regression:

Yi— Bo+B1fu+Bafut -+ B fiatiy (1)

where subscripl { indexes the order of observations (t—1,2,-, 1), y
is the outcome series, f; (i=1,2,--.k) is the {" forecast series, 73
(i=1,2,---,k) are unknown parameters, and w; is the error term.
Despite the similarity between composite forecasts and cross-model
evaluation, historically they were developed independently (Cooper
and Nelson 1975). Il is inleresting (o nole thal arlicles on compos-
ite forecasts are primarily published in forecasting, management
science, and operalions research journals; arlicles on cross-model
evaluation of economic forecasts have mostly appeared in economic
journals. Addilionally, the role of the regression equalion (1) in
each paradigm is different.

The method of combining forecasts is based on the fact that
alternative forecasts of the same variable are often available and on
the belief that each of them most likely contains useful infor-
mation. Under the error-variance minimizing criterion, Bales and
Granger (1969) represents the most influential early contribution to
the linear combination ol [orecasls. Laler, Granger and Ramanathan
(1984) demonstrates that the method can be interpreted as, and
generalized 1o, the eslimation of the regression equation (1). Clemen
(1989) writes a thorough survey on this theme.

In the case of evaluating economic forecasts, a popular approach
is that of Nelson (1972) and Cooper and Nelson (1975). Their
proposal reflects the dissatisfaction with the use of some conven-
tional error measures such as rool mean squared percenlage errors
(RMSPEs %) and mean absolute percentage errors (MAPEs %) to
rank economic [orecasis. Il is now generally agreed thal even a
relatively inaccurate forecasting model could contain useful infor-
mation which is nol shared by olher compeling models (Nelson
1972). To find out the forecasting abilities of competing models, the
Nelson-Cooper procedure essentially uses the linear regression (1)
as a benchmark and examines statistical significance of the
estimated coefficients.

Chong and Hendry (1986) proposes the concepl ol encompassing
in forecasting as a basis for cross-model comparisons. The
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statistical procedure consists of regressing the ouwt-gf-sample
forecasting errors from a particular model on a selected rival
lorecasl series and perlorming the encompassing lest through a
significance test of the forecast series on the righthand side. In
addition 1o Chong and Hendry's (1986) procedure, we show below
that the forecast-encompassing test between two separate models
can also be carried oul in lwo allernative ways and thal all three
methods are hased on the combining regression (1) and its variant,

Economists and statisticlans were skeptical about the method of
composite forecasts, when the idea was first introduced by the
group under Granger at the University of Nottingham about three
decades ago [see ihe discussions of Newhold and Granger (1974)).
In view of mainstream econometricians, the primary interest in
modelling an economic syslem is (o understand the structural
relationship. That is, they would be more interested in developing
the “"frue” slructural model in a parlcular system. Therelore,
Diebold (1989) pointed out that “there is no role for forecast
combination within such a paradigm” (p. 590), because if the “frue”
structural model can be constructed and verified then the “good”
forecast will follow automatically. However, the principle of combin-
ing [orecasis has been increasingly accepled in the [orecasling
profession (e.g.. Bunn (1989)). The change reflects a view that the
pooling approach is pragmalic (Diebold 1989; and Winkler 1989).
Although aggregation of information sets is superior to aggregating
lorecasts, the aggregalion of inlormation sels is either impossible or
too costly. Alternatively speaking, although combining forecasts is
inferior to aggregating information sets, combining forecasts is easy
to implement and thus practical.

As a result, most of the theoretical and empirical works on the
pooling approach are aimed al showing and demonstirating the
superiority of the composite forecasts over the individual forecasts
under some oplimalily crileria such as minimizing mean squared
error (MSE) criterion. In contrast, the Nelson-Cooper and Chong-
Hendry procedures use the combining regression (1) and ils variant
to examine the forecasting ability of a particular model, and then
to assess whether the model suffers from misspecification. In other
words, from an econometric perspective, the combining regression
(1) is merely a tool which is mainly designed to examine the
strength  and weakness of a particular model. Using (1),
econometricians can test whether a specification dominates others
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or suffers from misspecification. However it is not the major
concern to them whether the linear combination of forecasts is
helplul 1o achieve prediclive accuracy.

The main purpose of this paper is to investigate the relationship
of [orecasl encompassing o composile [orecasts. In addilion to the
general understanding that the combining regression is a useful
lool Jor model specilicalion searches, il shows ihal the {esl resulls
based on the forecast-encompassing principle can offer valuable
insights on the choice of forecasts in the combining regression. The
focus is on evaluating separate (non-nested) models for their
relative forecasting ability and on treating the encompassing
principle (Mizon and Richard 1986) as a unilying [ramework Lo
guide the selection of component forecasts in the combining
regression.

It should be noted that Diebold (1989) deals with a similar issue
in his discussion of Clemen’s (1989) paper. Neveriheless, his
emphasis is on the role of the combining regression as a hint for
mocdel-specification searches but not the other way around. This
paper is more general because it argues that there exists a two-way
interaction between forecast-encompassing principles and composite
lorecasls. More specilically, this paper argues thal on the one hand
the combining regression is a useful tool for model-specification
searches; on the olther hand the [orecasl-encompassing principle
offers valuable insights on the choice of forecasts in the combining
regression. Once lhe interaclion is eslablished, the complementary
role of the composite forecasts and forecast-encompassing principle
can be understood more clearly.

The organization of this paper is as follows. Section II summa-
rizes the main features ol three forecast-encompassing test
procedures and the relationships among them. Section Il details
the implementation of the Wald tests associated with the forecast
-encompassing  lests. Seclion IV compares the [inile sample
performance of three tests using Monte-Carlo simulations. In
seclion V we compare lhe proposed lorecasl encompassing tlesl
procedures with Davidson and MacKinnon's J-test using aggregate
U.S. consumption data for 1929 through 1989. Section VI studies
the implications of the forecast encompassing test results and
applies them to the issue of model-specification searches in
economelrics and choice of [orecasis in composile [forecasts.
Concluding remarks follow in section VIL.
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II. Forecast-Encompassing Test

This section outlines Chong and Hendry's (1986) forecast-
encompassing test procedure and two other versions of the test.
Consider the iwo linear J[orecasling models with claimed
formulations:

Hi:Y=X; ¢+Ui, U ~NQO, ¢%l) (2)
Ho:Y=X5 7 +Us, U;~NI(O, O‘zsz) (3)

where Y is a Tx1 vector of observations on the variable being
forecast; X; and X, are Txd; and Txd,; full column rank matrices
of observalions on explanalory variables; o and =z are d;x1 and
dsx1 vectors of unknown parameters; and U; (i=1.2) is a Tx1
veclor ol normally, independently and identically distribuied random
disturbance terms. The normality assumptions are not essential
since lhe lesl slalislics are asymplolic in nature and some version
of the central limit theorem is to work. X and X; in general may
share some common variables; however, they are not nested within
each other. That is, for the two hypotheses H; and H: to be
separate, at least one column in X; must be linearly independent of
columns in Xs, and vice versa. The issue here is (o lesl whether a
maintained model can predict the performance of the other model.
Let fi, and f% denole lwo m-periods (m—1.2.---) ahead lorecast
series based on H, and Hs, respectively. Chong and Hendry (1986)
considers a simplilied version ol the combining regression (1):

yi= S fut Befutw 4

Then the forecast-encompassing test of H; as the null is to test
the null hypothesis that 5,—1 and S2—0. This lesling procedure
shares the spirit of Davidson and MacKinnon's (1981) J-test. The
J-lest lesis the signilicance ol the least squares eslimalor ol Ay in
the following regression;

Y=X\, G+ BaFa—+1J,

where Fo»=X2(X5X:)"X%Y is the fitted value of ¥ based on model H..
However, there are two clear differences. First, we are computing
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model-specific forecasts recursively, which makes more sense in the
case of forecasting. Second, the test of H, as the null hypothesis
uses as one of the regressors, ils own predicted value fi; instead of
Hi-specific regressors X;.

It is worlh noling thal there are three allernalive ways Lo
implement the test.

First, we can direclly lesl the joinl hypothesis that g1 —1 and
G2=0 using, for example, a Wald test. If the result is not
significant, then we cannot reject the null that model 1
encompasses model 2 in forecast; otherwise, we reject the null. In
the latter case. notice that model 2 forecasts are not encompassed
in model 1. Accordingly il is logical [or researchers lo exiract
information from f; as well as from fi.

Second, we can lesl whelther £2:—0 in the combining regression
of 4). If model 2 forecasts do not provide additional information
beyond thal already conlained in model 1 [orecasts, the estimatle of
B2 will not be significantly different from 0. Intuitively, if the
combined forecast based on (4) has an error variance that is not
significantly smaller than that based only on fi, then f; appears to
provide no useful information beyond that already contained in fi.
In such a case, we conclude thal model 1 encompasses model 2 in
forecast. This procedure was used in Cooper and Nelson (1975) as
well as in Fair and Shiller (1990).

Third, when 2,=1 is true, (4) is expressible as:

Ui—f1e= Bafoitu: (5)

Therefore, given /2;=1, whether the second forecast is capable of
explaining the errors in the first forecast can be tested statistically
by inspecling the signilicance ol the coellicient Sz. I A9 is [ound
to be significantly (insignificantly) different from zero, then the null
H: is rejecled mol rejecled) and model 1 lorecasls are said lo be
incapable of encompassing (capable of encompassing) model 2
lorecasts. This is the procedure proposed in Chong and Hendry
(1986). Empirical studies using this procedure in cross evaluations
of macroeconometric models include Fisher and Wallis (1990), and
Charemza (1991).

The second and third procedures are statistically different, even
though they share the same spiril ol encompassing lesis.! We
would like to point out the difference between the second and third
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procedures based on equation (4). The probability of not rejecting
the null under the second procedure is:

pr] B2 =(—t*.1%)], (53]
while the same probability under the third procedure is
prigz=(=t5t9 | p1=1], (7

with {* being a critical point of a t-distribution multiplied by a
standard error estimate of ;5’2. Note that (6) is in the form of
marginal probability; (7) in the lorm ol condilional probability.?2 The
conditional event #;=1 in (7) implies that model 1 receives full
weighl in  predicling y. leaving smaller room for model 2's
independent role. As a result, conditional on £, =1, the event that
BAae(—1%1%), thalt is, thal model 2 does nol play a significant
independent role in predicting y is more likely, To sum up, the
conditional probability (7) under the third testing procedure of not
rejecting the null tends to be higher than the marginal probability
(6) under the second procedure. Also, with regard to the role of I,
and Hj, il is worth noting that within the context of the second
test procedure they are treated in a symmetric way, implying that
the same [orm ol regression equalion (4) can be used in lesting
both H;: 52=0 and Hs: 5, =0. However, within the context of the
third testl procedure they are lrealed in an asymmelric way,
implying that in testing H; against H: we use the following
regression equation:

Yi—Jfor= B1fietuw 8

By interchanging the roles of H; and H., the forecast-
encompassing lest of He against Hy; can be carried oul in exaclly
the same way.

'Obviously, the first test is different from others in that it is a joint
hypothesis testing procedure.

*You might wish (o undersiand the probabilily stalement on 5 [rom a
Bayesian perspective: probability based on Bayesian posterior on .
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III. Implementation of the Wald Test

To hegin with, let us summarize each of the three test
procedures above. Based on the regression equation:

w= AP fotw,  t=tg+m, T3 9
the first test is a joint hypothesis test of
H()Z ,81:1 and )6)2:0.

The second test is to test Hq: S2=0 using the same equation (9).
The third one is to test Hy: 82 =0 based on the regression equation:

yi—fii= Befutw, t=to+m, T (10)

Under the null hypothesis that model 1 is the true model, but
model 2 is nol. the error lerm i in equalion (9) is equal lo thal in
equation (10) for each i=to+m,-,T. The common u; can be written
as

w=y—f1. (11)

When we are making m periods ahead forecasts, then fi; can be
wrillen as

Jii—in & (12)

where &' " is the least squares estimate of « in equation (2) using

observations i=1,---,t—m. Let
X' }
X'1i—m

Xlr—m o
[i—m) XK d,

*The reason why t runs from fy+m in equation [(9) will become clear in
the following section,
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1751
Yr—m — .
r ow) A1 )
Yr—m
Ui
Ult no_ .
r ow) A1 *
- Uy om -
(13)
Then
~l— , S
o m:(Xlt m Xli m] Xll m )fl e
. — I
=a+Xu m Xy Xu m Ul om.
Therefore, under the null hypothesis, u; can be written as
ur:yrfﬁr
1
=xnpaetu—xul at+Xu-m Xi-wd X1iem Unoml (14)
-1
—w =X X m X Xu-m U
and
2 -1
Varfud — o1 + XX —m Xi—w)” X1, (15)

We notice that the variance of the “forecast error” u; is composed of
two parts: the variance of the “model error” uy,; and the variance
reflecting that the true model is estimated. If the value of x;, does
nol change much as { changes, we can reasonably approximale the
variance of u, as:

1

t—m !’

Var(u) =g | 1+ (16)

Note that the wvariance component resulting from estimation,
approximated as oA/ it—m), disappears as [ increases, which is in
line with the consistency property of least squares estimators,
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However, for finite samples, the forecast error u: shows hetero-
scedasticity.
For i=s, we can also compule the covariance belween w, and ug:

2 -1
Covith.tie) — g9xX1:X 1-m Xie—w) ™ xu[l—1g—m=sl

2 —1
— g 1X16X 1i—m XK=l X111 wt— s 17)

2, - —1 - - -
g1xX1sX o Xu ) xu if 1<t—s<<m

0 if t—s=m.

where 1. is an indicator function taking value 1 if the condition
inside the parentheses is met, and 0 otherwise. If m=1, that is, if
we are making one-period ahead forecasts, then the forecast errors
are uncorrelated. I[ m=1, then we have correlalion among nearby
forecast errors. But even in this case (m>1), the correlation is
expecled lo be small. Nole thatl il the value of x|, is relatively slable
over time and if t is large, then both the heteroscedasticity and
aulocorrelation of w's are nol serious.

In applying the Wald test in the next section, we may consider
three types ol variance estimates of the least squares estimators of
A1 and 4 in equations (9) and (10), Write the equations (9) and
(10} in a general matrix form

Y=Xg+U, (18)

where the errors are heteroscedastic and serially correlated up to
order m—1 with m the [orecast horizon. Nole that when we are
making one-period ahead forecasts (m=1), the errors are only
heteroscedastic.

The conventional variance estimator of ﬁ the least squares
estimator of 5, is

var( A= (XX ' & (19)

where
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with ﬁ:(ﬁl,---,ﬁrp]’ the least squares residual vector; K the number
of the columns in X. The White's (1980) heteroscedasticity
consistent varlance estimator of 3 is

var(3)— (XX éﬁ%xzxa](xm N (20)

where iy is the (™ least squares residual and x4 is the 1xK row
vector corresponding to the ¢" observation.
The Newey and Wesl (1987) variance estimatlor ol 2 is

B im T T
—1 2 ~ o~
Var( &) =XX) [Zlulxlx’ﬁrwl Zzulul Wexs 1 +x 1)
i r=:

+ o Wy 1TZT] fifly (X mi1 X m XDIX0 (21)
where wy=1—(j/m), j=1,---,m—1. In the above formula, the term
beginning with w; within the square brackel is inlroduced 1o
capture the j* serial correlation of the error terms, j=1,---,m—1. By
the form of the weighl [unclion w;, we readily nolice thal higher
order serial correlations are receiving less and less attention. When
m=1, the additional terms beyond ¥ |_,it'xx: drop and the
estimator reduces to the previous White heteroscedasticity
consistent variance estimator. If we treat each serial correlation
symmelrically, we would like o make w;—1 for all j—1,---,m—1.
The resulting estimator was used by Fair and Shiller (1990).

The null hypotheses ol inlerest can be wrillen in a general l[orm
as

Ho: A3=0,
where matrix A has full row rank of g. Note that in the first test,
g=2, and in the second and the third tests. g=1. Under the null
hypothesis, the Wald lesl slalislic

W_ F'A’lAVar( DA ‘A B 22)

has an asymplolic Chi—square distribution with g degrees of
freedom if the variance estimator of ,@ is consistent.
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IV. Monte-Carlo Simulations

To compare the performance of three different tests in finite
samples, we conducted a small simulation study.
Dala on y are generaled according lo the [ollowing scheme:

Yyi— Bo+ G1x1u+ BaXo+ Gaxim +ry, [—1,T [23)

where x; is unilormly distributed over [0.4], j—1.2.12 with | chosen
such that Var(x)= o}, that is, [=2/3 5; w: is normally distributed
with mean 0 and variance o X;, Xs X2 and U are mutually
independent.

Two non-nested models considered are

Hy: yi= oot a1xu+ @exie +Uy (24)

and
Ha: yr= yot+ viXer + yoXior + s (25)
By using observations t=1,---.R, we can estimate &%, &%, &% by
running OLS to model Hy; 7%, 77, %% by running OLS to model Ha.

Under each model, the m period ahead [orecast on y atl lime R can
be obtained as follows (see Liang and Ryu (1996)):

AR R .
Hi: firem= & o+ & 1X1g+m+ &aXior—m, 26)
and
. _aR AR AR
Hs: fopem= Yot ¥ 1Xor—m+ 7 2X128—m- 27)

Lel R slarl [rom {p. We readily nolice thal (=3 is needed. We [ix
=5 in our simulation study. Also, R<-T—m is required.

Now lel fi and fo be (T-m—1ig+1)x1 veetors of (fir+m), (Jon—m)
respectively, each element of which is recursively obtained as R
runs [rom R—iy lo R—T—m. Lel Y, be the corresponding (T—m—{,
+1)x 1 sub-vector of y. In terms of the combining regression

Y,= B1h+ Ao fotU (28)
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the null hypotheses that H), is the true model takes the following
three different forms under each of the three testing procedures:

Hy =1, B2=0;
H%: 82=0;

Hb: £2=0 conditional on g,=1.
In our simulation study. we consider three parameter settings:

setting A: g.1=1, g.=0;
setting B: o:=1, oz2=1;
setting C: 5.=1/2, g2=1/2.

Other parameters are common to all three settings: o= 8,= 02=
Os=1. o12=1, a=1.

Under setting A, model H, is in fact the true model, while under
B and C, model H; is not true and model H. also contains a useful
piece ol information which is nol conlained in H. Under selling B,
mocdel H; deviates more from the true model than under setting C.

Sample sizes T—25, 50, 100, 200, 500, (1,000 for selling A)
forecast horizons m=1, 4 and significance levels «=5%, 10% are
considered. Random numbers are generaled ithrough RNDN [or
N(Q,1) and RNDU for uniform variables using GAUSS, Results are
in Tables 1 through 6. These tables show the number of rejections
out of 1,000 replications. For m=1, we used two types of
covariance estimates: the conventional one (C) together with White's
heterosecedastlicily consistent one (W), Note that when m—1, we do
not have any serial correlation among forecast errors under the
null hypothesis. For m—4, we used (wo addilional covariance
estimates as used in fair and Shiller (FS), and Newey-West (NW).
Under selling A, lable entries are relaled lo empirical sizes of lests,
while under setting B and C, table entries are related to empirical
power.

As the sample size T increases, the empirical size approaches the
hypothesized nominal size ¢. But the differences between the
empirical size and nominal size are quile huge even lor T—200. In
general, the differences are larger for m=4 than for m=1, and also
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TABLE 1
Setting A, m=1
Test 1 Test 2 Test 3

C W C w C W

T—25 a—5% 98 168 82 128 73 84

10% 145 237 134 187 118 129

T=50 a=5% 86 91 87 87 50 57

10% 145 165 147 157 114 112

T=100 =5% 82 83 82 69 58 63

10% 148 144 133 123 116 121

T—200 a—5% 850 58 74 63 45 43

10% 123 113 133 124 101 98

T=500 a=5% 73 64 66 59 66 62

10% 136 126 127 120 121 122

T=1,000 =5% 59 56 61 51 46 44

10% 103 89 101 a1 92 93

TABLE 2
Setting A, m=4
Test 1 Test 2 Test 3

C w Fs NW C W F5 NW C W FS NW
T=125 w=5% 180 280 339 371 147 209 263 252 100 113 178 152
10% 263 345 380 437 221 301 317 315 165 295 240 221
T—50 a—5b% 123 143 225 159 98 113 137 122 83 8l 113 97
10% 192 202 290 237 177 183 216 192 151 147 182 150
T=100 @=5% 104 90 138 104 69 69 77 69 71 69 71 71
10% 163 1565 195 147 133 123 129 125 117 115 133 121
T=200 @=5% 87 83 96 76 101 91 B84 B85 72 66 60 69
109 164 154 155 146 172 150 169 155 128 132 131 133
T-500 @—5% 77 &7 H7 63 76 67 64 69 5B7Y b6 5BS 56
10% 127 124 124 114 126 110 115 108 126 126 115 127
T=1000 ¢=5% 79 72 66 69 b6 58 B0 bBH B6 b4 B4 bBb
10% 118 120 114 113 110 112 106 112 116 110 116 114
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TABLE 3
Setting B, m=1
Test 1 Test 2 Test 3
C W C w C W
T—25 a—5% 637 742 700 762 82 93
10% 720 800 765 814 141 167
T=50 a=5% 883 915 916 932 90 105
10% 916 935 948 954 151 163
T=100 =5% 991 991 995 994 149 156

10% 995 293 998 995 231 242

T—200 a—5% 1,000 999 1,000 1,000 294 309
10% 1,000 1.000  1.000  1.000 418 433

T=>500 @=5% 1,000 1,000 1,000 1,000 690 707
10% 1,000 1,000 1,000 1,000 792 799

T=1,000 @=5% 1,000 1,000 1,000 1,000 913 215
10% 1,000 1,000 1,000 1,000 953 956

TABLE 4
Setting B, m=4

Test 1 Test 2 Test 3

C W FS NW C W FS NW C W FES NW

T=25 @=5% 595 722 D549 775 632 727 670 753 120 136 198 185
109 671 786 569 823 727 795 718 801 193 212 277 256

T=50 =>5% 881 920 881 933 903 926 911 922 158 163 172 162
10% 917 943 893 940 934 940 935 946 232 253 237 226

T=100 @=5% 994 993 986 990 999 994 993 995 173 176 181 177
10% 998 994 997 997 1.000 997 995 997 247 259 271 256

T—200 —5% 1.000 1,000 999 999 1,000 1,000 1.000 1.000 329 337 331 329
109 1,000 1,000 1,000 1,000 1,000 1,000 1.000 1.000 431 449 435 433

T=500 @=5% 1,000 1.00C 1,000 1.000 1.000 1,000 1.000 1,000 6&71 680 667 674
10% 1,000 1,000 1,000 1,000 1,000 1,000 1.000 1,000 784 795 778 789
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TABLE 5
Setting C, m=1
Test 1 Test 2 Test 3
C w C W C w
T—25 a—5% 398 489 419 502 71 a8
10% 486 B87 h23 589 116 141
T=50 a=5% 591 632 665 674 67 70
10% 689 717 752 768 108 114
T=100 =5% 862 8565 891 893 70 66
10% 903 907 938 937 132 135
T—200 a—5% 982 978 988 985 100 106
10% 990 987 992 992 160 160
T—500 a—5% 1,000 999 1,000 1,000 186 190

10% 1,000 1,000 1,000 1,000 280 282

TABLE 6
Selling C, m—4

Tesl 1 Tesl 2 Test 3

cC W s NW C W F§ NW C W IS5 NW

T=25 @=05% 400 514 483 615 407 496 518 539 103 123 185 175
109 495 591 531 681 502 57l 5692 616 173 199 243 223

T=50 @=5H% 575 634 684 693 6561 692 704 683 96 101 141 115
10% 685 735 740 7h4 732 754 F70 775 167 169 180 167

T—100 «—5% 807 847 836 847 868 861 873 867 101 100 97 97
109 891 903 837 893 899 ©ll 905 907 158 172 148 154

T=200 ¢=>5% 983 975 973 972 996 989 988 989 93 87 B9 8
109 994 991 986 987 999 998 093 997 143 145 141 133

T=500 @=>5% 1000 938 998 997 1.000 998 096 999 163 167 1656 167
10% 1,000 1,000 999 998 1.000 1,000 999 999 261 263 261 265

larger for tests 1, 2 than for test 3. In Table 1, using White's
heteroscedasticity consistent covariance estimator (W) does not
always improve 1he [inile sample approximalion using the
conventional formula (C). In fact., until the sample size reaches T=
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100, W has shown even poorer performances. But as we expect, as
the sample size increases, W offers a better approximation than C.

In Table 2, neither FS nor NW offers a beller approximation than
W. In fact, both FS and NW have shown even poorer performance
unlil the sample size reaches T—200. Even for T—5300, 1,000, we
could not see any significant improvement of FS or NW over W.
Regarding the relationship belween C and W, the same pallern is
observed as in Table 1; W is worse than C until the sample size
reaches T=100. After that, W outperforms C. In Tables 3 and 5,
using W gives higher power than using C. But this may simply
reflect that the size of the test using W is inflated in small sample
sizes (see Table 1). In Tables 4 and 5 note thal using NW ollers
much higher power than wusing FS. Even though sizes of tests
using FS and NW have both inflated by aboul the same rale, NW
offers much higher power.

Also as T increases, empirical power increases [or all three lesis.
But the empirical power of test 3 is extremely lower than that of
tests 1 and 2, which is consistent with our earlier explanations.
Considering size and power together, we would choose tests 1, 2
over test 3.

V. Applications to the Choice of Consumption Function

Gaver and Geisel (1974) proposes itwo [orms of a consumplion
function

Hi:Ci= 81+ BaYe+ FaCe  +ULs
and
Ho:Ci— 71+ y2Yi+ y3Y 1+ Us,

where C, is the real aggregale consumplion in year {, and Y; is the
real aggregate income in the same year. Model H; implies that the
effects of changes in income on consumption persist for many
years, while model H, implies that consumption responds to
changes in income only over the recent two years.

Using aggregale annual U.S. dala for 1929 through 1989, we
performed each of the three proposed forecast encompassing tests.
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TABLE 7

Testl 1 Tesl 2 Test 3
C W IS NW C W FS NW C W s NW

H, against H-
m—1 47¢ 42 42 42 14 16 16 16 33 24 24 24
m—4 32 41 14 19 908 11 04 05 23 22 06 08

Hy against H
m=1 312 263* 26.3* 26.3* 6.1 &.7% 6.7 67* 23.3" 21.5" 21.5+ 21.5%
m=4 36.1% 50.6* 17.8* 24.1* 16.4* 22.0% 6.8 09* 155" 207% 4.7+ 7.0+

Notes: (1] All three tests are to be evaluated according to chi-square
distribution.
(2) The degrees of freedom are 2, 1, and 1 for Test 1, 2, 3,
respectively.
(3) C—using conventional variance formula
W=using While’s heleroscedasticily consislent variance lormula
FS=using heteroscedasticity and autocorrelation consistent vari-
ance formula as in Farr and Shiller
NW=using heleroscedasticily and aulocorrelalion consislent vari-
ance formula as in Newey and West
(4) m—1: 1-period ahead forecast
m=4: 4-period ahead lorecasi
(8) Hi: Ci= o+ B\Yi+ 8:C 1+ Uy
Hy: Co= yot+ mi¥i+ yoVio1 + Uy
() *: significant at @=10%
*: significant at o —B%.

For each test, we wused four different wvariance estimators:
conventional, While's, Fair and Shiller's, and Newey and Wesl’s. For
comparison purposes, we also carried out Davidson and MacKinnon's
J-test. The encompassing test results are summarized in Table 7.

Our proposed encompassing tests cannot reject the null model of
H; at ¢=5% significance level. Even at «=10% significance level,
we cannol reject the null model of H, excepl [or two cases. On the
other hand, we always reject the null model of H, at «=5%
significance level. Based on our encompassing lesl resulls, we
clearly select model H, over Ho and conclude that in the U.S.
changes in income allecl consumplion over many periods.
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TABLE 8
CUTCOMES AND CONCLUSIONS OF TIIE PAIRWISE
FORECAST-ENCOMPASSING TEST

Hypothesis Hs Hypothesis H,
Do not reject H, Reject H,
Do not reject He (i} Rejecl neither H, nor H. (ifi) Do noi rejecl Ha.. bui
reject H,
Reject. H. ii jee
) 2 (i1 D(,) not reject H,, but {iv} Reject both H; and H:
reject Hs :

The results of Davidson and MacKinnon's J-test are as follows:
H, against Ha: t-value=38.3%%
Hy againsl Hi: {-value—11.4%%

The J-lesl rejecls both null models, and thus is not able lo suggest
a single model.

VI. Implications of the Forecast-Encompassing Test Resulis

The above analysis can be regarded as applying to a situation
where economisls are seeking lo discriminale belween (wo
competing forecasting formulas such as (2) and (3) in section II. It
investigates il there is a significant contribulion of f; (o predictive
power after controlling for fi. In this sense, H, or fi is tested
againsl H: or f:;. The problem is analogous lo comparing iwo
non-nested specifications in econometrics (McAleer 1987), and the
choice of altermative hypothesis plays a critical role because it
affects the power of the test when the null is not valid (Chong and
Hendry 1986). When the roles of H; and H are symmetrically
comnsidered, four oulcomes are possible (see Table 8): (i) reject
neither H, nor H.; (ii) do not reject I, but reject Hy; (iii) do not
rejecl Hz, bul reject Hy; and (iv) reject both H; and Hs. Accordingly,
it is possible to accept both forecasting formulas or to reject both.
Only in cases (ii) and (iii), il is possible lo discriminale belween the
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two rival formulas.

The four possible outcomes we have mentioned lead to some
rather valuable insighls on cross-model evalualions in econometrics
and modelling strategy in composite forecasts. From an econo-
melric perspeclive, a [ailure lo achieve encompassing acknowledges
the possibility of an incomplete model (Hendry 1983; and Hendry
and Richard 1983), thereby lime is beller spent improving the
model specifications. Conversely, an ability to achieve encompassing
recognizes that the encompassing model is satisfactory at least at
the current stage. According to Table 8, when model 1 serves as
the mull and model 2 as the alternative, outcomes (iii) and (iv)
acknowledge the possibilily thal model 1 is misspecilied, implying
that a better model can be constructed (Chong and Hendry 1986).
On the other hand, culcome (ii) admils thal model 1 stands up lo
the forecast-encompassing criterion. Outcome (i) suggests that we
do not yel have enough dala 1o rejecl either model with conlidence.

In the case of composite forecasts, a failure to achieve
encompassing suggests that the strategy of combining forecasts is
justified (Hallman and Kamstra 1989; and Fair and Shiller 1990).
On the other hand, an ability to achieve encompassing offers a
logical reason that researchers may concentrale on the [orecast
which dominates others (Granger 1989). In this sense, an ability or
a [ailure lo achieve encompassing provides researchers a uselul
guide to resolve an important but generally neglected issue in the
literalure of composile [orecasis: thal is, under whal condilions is
combining most useful (Armstrong 1989)? Clearly, if a model
encompasses others in forecast. then using a combination of
forecasts will not achieve significant information gain. In this case,
a single best model alone is capable of forecasting the variable of
interest “signilicanlly well,” and therelore il is unnecessary 1o
consider other models. On the other hand., should we end up
rejecling bolh H; and H: (oulcome (iv)), il is implied thal a
composite forecast containing both fi and f; can outperform each of
the (wo individual lorecasls. In this siluation, the sample is not
entirely consistent with H, or Hs individually. Therefore, a
pragmatic attempt would be to use the artificial combining
regression (4) to obtain a better description of the data than does
either individual forecast. Fisher and McAleer (1979) provides an
analogous argument on this aspect in a non-nested hypothesis
testing context. Liang and Ryu (1996) provides a constructive way
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of dealing with the combining regression like equation (4).

In sum, outcome (iv) suggests that both model 1 and model 2
lorecasts contlain uselul informalion thal are capable ol generatling
a composite forecast with smaller forecasting error than does either
fioor fo. Oulcome (if) and (iii) acknowledge thal using [ or f2 alone
is sufficient to gdenerate forecasts of Y with “almost” the same
degree ol accuracy as both fi and f. combined, implying that il is
not worthwhile pursuing a combining strategy in either case,
Finally, outcome (i) suggests that there is insufficient information to
discriminate between the two forecasts. When f1 and f; are highly
colinear, /5; and JZ. in (4) may not be separately identified
(Kennedy 1989; and Fair and Shiller 1990). This coincides with the
case of unstable combining weights in the literature of composite
lorecastls (e.g., Kang (1986)).

VII. Concluding Remarks

The development of the method of the combining regression and
its application to economics has led to comparisons among the
lorecasling abililies of rival models. Using the [orecast-encompassing
principle, it is possible to test whether one specification dominates
others. On the other hand, a greal number of theorelical and
empirical works in forecasting have shown and demonstrated the
superiorily of the composile [orecasls over individual [orecasts
under some criteria.

This paper examines the role of forecast-encompassing principles
in model-specification searches through the use of linear composite
forecasts. In this way the approach has similarities to nomn—nested
hypotheses lesling in econometrics. Based on the oulcomes and
conclusions of the pairwise forecast-encompassing tests, this paper
also oullines a conceptual [ramework 1o provide some uselul
insights on cross-model evaluations in econometrics and the
seleclion ol prediclors in composile lorecasis. The conventional
wisdom focuses on the former aspect but not the latter. Once the
two-way interaction is established, the complementary role of
composite forecasts and the forecast-encompassing principle can be
clearly presented.

Overall, the contribulion ol this paper is (wolold. Firsi, il clarilies
the complementary role of the forecast-encompassing principle and
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composite forecasts. Second, it studies the relationship of forecast-
encompassing principles to composite forecasts and provides three
dilferent ways ol performing the encompassing test. Tesl oulcomes
guide researchers to choose component forecasts and thus to avoid
blind pooling in the combining regression. Given the wide advocacy
of the combining forecasts and the advent of inexpensive fore-
casling sollware [or personal compulers, clearly this is an
important issue; it is, however, an issue that has heen rather
neglected.

[Received 19 February 2003; Revised 7 April 2004)
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